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Abstract— Heterogeneous domain adaptation (HDA) aims to
solve the learning problems where the source- and the target-
domain data are represented by heterogeneous types of features.
The existing HDA approaches based on matrix completion or
matrix factorization have proven to be effective to capture
shareable information between heterogeneous domains. However,
there are two limitations in the existing methods. First, a large
number of corresponding data instances between the source
domain and the target domain are required to bridge the gap
between different domains for performing matrix completion.
These corresponding data instances may be difficult to collect
in real-world applications due to the limited size of data in the
target domain. Second, most existing methods can only capture
linear correlations between features and data instances while
performing matrix completion for HDA. In this paper, we address
these two issues by proposing a new matrix-factorization-based
HDA method in a semisupervised manner, where only a few
labeled data are required in the target domain without requiring
any corresponding data instances between domains. Such labeled
data are more practical to obtain compared with cross-domain
corresponding data instances. Our proposed algorithm is based
on matrix factorization in an approximated reproducing kernel
Hilbert space (RKHS), where nonlinear correlations between fea-
tures and data instances can be exploited to learn heterogeneous
features for both the source and the target domains. Extensive
experiments are conducted on cross-domain text classification
and object recognition, and experimental results demonstrate the
superiority of our proposed method compared with the state-of-
the-art HDA approaches.

Index Terms— Heterogeneous domain adaptation (HDA),
matrix factorization, reproducing kernel Hilbert space (RKHS).

I. INTRODUCTION

N the big data era, the data are easy to collect while labels
are still expensive to annotate. Tremendous efforts have
been devoted to make the best use of the available out-of-
domain labeled data to solve learning problems on a domain
of interest. However, due to the difference between domains,
a predictive model learned from labeled data on some source

Manuscript received February 21, 2018; revised December 10, 2018;
accepted April 19, 2019. This work was supported by the National
Research Foundation (NRF)-NSFC, Prime Minister’s Office, Singapore under
Grant NRF2016NRF-NSFC001-098. The work of S. J. Pan was supported
by NTU Singapore Nanyang Assistant Professorship (NAP) under Grant
M4081532.020. (Corresponding author: Haoliang Li.)

H. Li and A. C. Kot are with the School of Electrical and Electronic
Engineering, Nanyang Technological University, Singapore 639798 (e-mail:
hli016@e.ntu.edu.sg).

S. J. Pan is with the School of Computer Science and Engineering, Nanyang
Technological University, Singapore 639798.

S. Wang is with the Department of Computer Science, College of Science
and Engineering, Hong Kong.

Color versions of one or more of the figures in this paper are available
online at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TNNLS.2019.2913723

domain(s) with standard supervised learning techniques fails
to generalize well to the target domain. Domain adaptation or
transfer learning has been proposed to address the aforemen-
tioned cross-domain learning problems where training data
and test data are from different domains [1]. Recently, domain
adaptation techniques have been widely applied to many appli-
cation scenarios, such as indoor WiFi localization [2], senti-
ment analysis [3], [4], object recognition [5], [6], and so on.

In the literature, many existing domain adaptation
approaches focus on cross-domain learning problems of homo-
geneous features, which are referred to as homogeneous
domain adaptation problems [2], [5], [6]. However, there
exist many other applications where the source domain and
the target domain data are characterized by different sets
of features, which are referred to as heterogeneous domain
adaptation (HDA) problems. For example, in natural language
processing, one may have a lot of linguistic resources and suf-
ficient annotated corpus for a majority language, e.g., English,
while only have limited linguistic resources and insufficient
annotated corpus for some minority language, e.g., Southeast
Asia languages. In this case, it is highly desired if knowledge
extracted from the learning tasks of the majority language
can be transferred to help the learning tasks for the minority
language. In this context, as each data instance, e.g., a docu-
ment, is represented by heterogeneous features across different
languages, HDA techniques are crucial. As another example,
in some computer vision problems, one may extract powerful
deep features with a well-trained deep learning network in a
domain where sufficient labeled data are available for training.
However, in some other domains, the training data may be pro-
tected by a privacy policy (e.g., EU data protection rule [7]).
As a result, one cannot employ deep learning but use hand-
crafted features to represent the data. In this case, HDA is
useful to transfer knowledge from “deep” features to “shallow”
features. In some other applications, one domain can be
represented by text (e.g., food recipe) and the other can be
represented by images (e.g., photographs of food) [8], which
also lead to HDA problems.

Generally speaking, HDA can be categorized into two
directions. The first direction assumes that there are some
corresponding instances or features between the source
domain and the target domain as a bridge and thus
aims to learn a common subspace by leveraging such
correspondences [9]-[11]. The second direction assumes that
there are a few labeled data available in the target domain,
and aims to learn a common subspace by utilizing the target
domain and the source domain labels to bridge a connection
between the two domains [12]-[14].
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Recently, matrix completion-based methods have been pro-
posed for HDA problems [10], [11]. The key idea is that
instead of learning, an (or a pair of) explicit feature map-
ping(s) between feature spaces of the source domain and
the target domain, one can directly reconstruct cross-domain
heterogeneous features for each instance through matrix com-
pletion techniques. For instance, Zhou et al. [11] proposed a
method named Distribution Matching-based Matrix Comple-
tion (DMMC) to encode the distance in distributions between
domains into feature reconstruction in order to reduce the
distance between domains. However, the existing matrix-
completion-based methods have two major problems. First,
they require plenty of corresponding data instances between
the source domain and the target domain when performing
matrix completion, which limits their applications in real-
world problems since the corresponding data instances are
difficult to collect in some cases. In addition, to make opti-
mization tractable, DMMC adopts the maximum mean dis-
crepancy (MMD) metric [15] with a linear kernel to measure
the distance between distributions, rather than a characteristic
kernel [16]. As a result, the distance measure between distri-
butions may not be precise.

To address the aforementioned issues, in this paper, we pro-
pose a nonlinear matrix factorization method inspired by
kernel methods [17] for HDA. To be specific, a new semisu-
pervised distribution-regularized matrix factorization method
is proposed to learn a dictionary and new representations
for instances by exploiting the correlations between instances
and features. Subsequently, the data instances from both the
source domain and the target domain are mapped to an
approximated reproduced kernel Hilbert space via Random
Kitchen Sinks [18] to construct an augmented instance-feature
matrix. As all instances are in the RKHS, MMD can be
used to provide more accurate distance measure between
distributions, which makes knowledge transfer more effective.
We conduct extensive experiments on several benchmark data
sets on cross-domain text classification and object recognition
to verify the effectiveness of our proposed method.

The contributions of our work are summarized as follows.

1) To the best of our knowledge, this is the first work
for HDA using nonlinear matrix factorization. Our idea
on nonlinear matrix factorization borrows from kernel
methods which first map data to a high-dimensional
space using an implicit nonlinear feature map induced
by a kernel, and then perform linear model on the
mapped data. However, as there are a lot of missing
values in the augmented matrix, directly conducting
matrix factorization based on a characteristic kernel is
intractable, and we propose to use the random kitchen
sinks technique to construct to an explicit nonlinear
feature map that approximates the feature map induced
by the radial basis function (RBF) kernel.

2) We propose an effective optimization algorithm to
jointly optimize variables in a unified framework.

3) Experimental results on cross-domain object recognition
and text classification demonstrate that our proposed
method achieves significant improvement in terms
of classification accuracy compared with other HDA
methods.
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The rest of this paper is organized as follows. In Section II,
we first provide a brief review on related works regarding
HDA. In Section III, we state our problem and introduce some
preliminaries which are used in our proposed method. After
that, we present our proposed HDA algorithm in the linear
matrix factorization manner and further extend our formulation
to the nonlinear matrix factorization manner in Section V.
We conduct extensive experiments on the tasks of object
recognition and text classification in Section VI, and conclude
this paper in Section VII.

II. RELATED WORKS

Domain adaptation [1] aims to transfer knowledge learned
from a domain of rich labeled data to a new target domain
of low annotation resource. Traditional domain adaptation
methods focus on the problem where the source domain
and the target domain are represented by the same type
of features or data. For instance, Huang er al. [19] and
Li et al. [20] proposed an instance-weighting method to min-
imize the distribution discrepancy between the source and
target domains. Pan et al. [2] proposed the transfer component
analysis (TCA) algorithm that aims to project different domain
data into a latent space to minimize the distance between
distributions. Long ef al. [21] combined the above-mentioned
ideas by proposing transfer joint matching (TJM) by learning
a new space where the distribution difference is mingled
and reweighting the source domain data that are irrelevant
to the target recognition task. Mehrkanoon and Suykens [22]
extended the Kernel canonical correlation analysis algorithm
to solve HDA problems. Recently, deep learning based domain
adaptation methods are also developed and proven to be
effective to solve the cross-domain learning problems. For
instance, Deep Adaptation Network [23], [24] encodes the
MMD criteria into multiple layers of AlexNet [25], where
the network parameters as well as the parameters of the
RBF kernel are jointly optimized to obtain a suitable dis-
tance measurement in the reproduced kernel Hilbert space.
Long et al. [26] further showed that by introducing addition
residual block, it could further improve the performance by
learning more domain-invariant feature representation through
deep learning. Besides using MMD, adversarial training tech-
niques can also benefit cross-domain learning task [27]-[30],
since it has been shown that performing adversarial train-
ing to confuse domains is equivalent to minimizing the
Jesson—Shannon divergence between two distributions [31].

However, the methods mentioned above cannot be directly
applied to HDA problems, as they all assumed that the
source and target domains data are represented by the same
types of features. HDA aims to tackle the problem where
the source and the target domains information are repre-
sented by different types of features. Generally, the existing
HDA approaches can be categorized into two groups. The
first group requires a few labeled data and some unlabeled
in the target domain for training, which is referred to as
semisupervised HDA. Previous works [32]-[34] focused on
aligning heterogenous features in a common latent space for
knowledge transfer. Kulis et al. [13] proposed to learn a metric
for instances from heterogeneous domains. Choo ef al. [35]
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proposed a graph embedding strategy for heterogeneous space
alignment. Duan et al. [36] proposed the heterogenous feature
augmentation (HFA) method to augment homogeneous com-
mon features learned by a support vector machine (SVM)-
style approach with heterogeneous features. Shi et al. [37]
developed a spectral embedding approach to learn common
feature space between the heterogeneous domains. Zhou
et al. [14] and Xiao and Guo [38] proposed semisuper-
vised HDA methods for multiclass classification problems
by exploiting the error-correcting output coding scheme,
respectively. Recently, Chen et al. [39] proposed a neural
network based transfer learning approach for cross-domain
feature adaptation. Tsai et al. [40] proposed a landmark
selection strategy to align MMD and conditional MMD based
on label information. Yan et al. [41] proposed to learn a
discriminative correlation subspace for HDA, which however,
requires the number of labeled source and target domain
samples to be the same. More recently, Li et al. [42] pro-
posed to learn a suitable MMD with adversarial learning for
HDA task.

Another group of HDA approaches does not require
labeled data in the target domain but a set of unlabeled
correspondences between the source domain and the target
domain for training. The existing matrix completion-based
approaches [10], [11] fall into this group, which will be
briefly reviewed as preliminary in Section III-A. Different
from matrix completion based approaches, Dai et al. [9]
and Prettenhofer and Stein [43] proposed to learn a feature
mapping between the heterogeneous features using feature-
level correspondences, e.g., word-level translations. It is also
worth noting that in our problem setting, though we propose
a matrix factorization based method for HDA, we do not
require any correspondences between domains. Instead, a few
labeled data in the target domain need to be provided in
advance for training, which is different from the existing
matrix completion-based approaches.

More prior information/assumption can be leveraged to
make HDA problems more trackable. Zhuang et al. [44]
proposed to use multiple domains information based on Prob-
abilistic Latent Semantic Analysis to align text distributions
caused by different index words. Yang ef al. [45] proposed to
learn the transferred weights with the aid of co-occurrence data
which contain the same set of instances but in different feature
spaces. Luo et al. [46] proposed to leverage the data from
multiple domains to learn high-order statistics in a multitask
metric learning manner.

III. PROBLEM STATEMENT AND PRELIMINARY
A. Problem Statement

In this paper, we focus on semisupervised HDA problems,
where, besides plenty of source-domain labeled data, there
are a few labeled data and some unlabeled data in the target
domain for training. We denote by X5 = [x;—l s x;—N 1T the
source-domain input matrix with each row being an instance

Xs; € RI*ds and by X7 = [x%, R x;N 17 the target-domain
T

input matrix with x7, € R!*41 In HDA, Xs; and X7, are

represented by heterogeneous features, and thus, in general,
ds # dr. Suppose the first N7; instances in X7 are labeled,
and the rest Ny, = Nr — Ny, are unlabeled. We assume
that the two domains share the same set of class labels,
which are represented using the one-hot encoding scheme, i.e.,
Ys € {0, 1}Vsxm Yq, € {0, 1}V and Y7, = 0 € RN >m,
where m is the number of classes.

B. Heterogeneous Feature Augmentation

Feature augmentation was introduced in [47] for transfer
learning by augmenting the original feature space R to R3¢,
where the source domain feature xg is augmented as [Xg, Xg, 0]
and the target domain feature x7 is augmented as [x7, 0, x7].
Here, 0 denotes the vector of all zeros with dimension d.
As such, the connection between the source domain and the
target domain can be established.

Duan et al. [36] further extended the idea of feature aug-
mentation to HDA by introducing a common subspace for the
source domain and the target domain. In particular, two pro-
jection matrices P and Q are introduced for the source domain
and the target domain, respectively. The common space is then
formulated in a feature augmentation manner as [Pxg, xg, 07]
and [Qx7, 05, x7], where 05 and 07 denote the vectors of all
zeros with the same dimension as xg and xr, respectively.
An HDA problem is solved by jointly optimizing P, Q,
as well as the parameters of classifier (e.g., SVM). A follow-
up semisupervised method was proposed by Li er al. [48],
where unlabeled target domain data are utilized during
the training process. Our proposed method also leverages
the advantage of HFA, which has proven to be effective
for HDA.

C. Maximum Mean Discrepancy

In our work, we resort to MMD [49], which is a non-
parametric criteria to measure the distance between distrib-
utions, and has been adopted in various domain adaptation
approaches [2], [5], [19], [21], [50]-[53]. The formulation of
MMD can be expressed as follows:

1S 1 & ’
Dist(Xs, X7) = N—SZqﬁ(xSi)—N—TZqﬁ(xT,.) ()
i=1 Jj=1 H

where ¢ (-) denotes a feature mapping induced by a kernel.
The MMD distance in (1) can be computed using the kernel
trick [49] as follows:

Dist(Xs, X7) = tr(KL) 2)

where K with K;; = (¢(x;), ¢(x;)) is the kernel matrix
computed on the source-domain data and the target-domain
data, which can be written as the following blockwise matrix:

Kss Ks7
K= > ’
(KT,S KT,T)
andLij:#iflgi,ijs,Lij:#ifN5+1§i,j§
N T

1

Ns + Nr, and otherwise Ljj = — 55—
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IV. HDA vIA MATRIX COMPLETION
A. Distribution Matching Based on Matrix Completion

Before introducing our proposed method, we briefly
revisit the DMMC [11] method for HDA. As presented in
Section III-B, HFA introduces zero-padding for missing fea-
tures. Thus, an intuitive idea is to recover such missing features
using matrix factorization or matrix completion for more
effective knowledge transfer. Given the source-domain input
matrix Xg and the target-domain input matrix X7, one can
first augment the data by simply padding zeros, which are
considered as missing values, to make the dimensions of the
data from the two domains identical

X:(XS 0

0 XT) c RWs+Nr)x(ds+dr) 3)

The goal of matrix completion-based methods is to reconstruct
the missing entries in X via solving

min HPo(X—X)Hi—i—AQ(X) @)

where X € RWs+N7)x(s+dr) g the recovered augmented
matrix, where each row is an instance with the original features
and the learned augmented features, P is an indicator matrix
with P;; = 1 if Xj; is observed, otherwise 0, the operator o
is the Hadamard product, Q()A() is a regularization term on
X, and y > 0 is a tradeoff parameter. A commonly used
regularization term on is the trace norm ||+, which constrains
the rank of X.

To ensure the difference between different domains data
with the recovered features to be reduced, Zhou et al. [11]
proposed to encode distribution matching as a constraint in (4),
which is casted as the following optimization problem:

mén IPo (X —X)% 4+ 2(1Xls + I1X[11) (5)

st K = (X]r(KgL) < )

where tr(Kg¢L) is the MMD distance based on the recovered
augmented matrix X. To make the optimization problem in (5)
computationally tractable, in [11], a linear kernel is used to
compute Kf(, i.e., Kf( = XXT.

B. Reformulation of Matrix Completion for HDA

By considering that data usually lie on a low-dimensional
manifold, we first reformulate (5) by introducing two latent
factor matrices U € RWsTN1)xk apnd v g R{ds+dr)xk

min |[Po (X —UVDI|Z + p tr(KyL)

+2(IUI% + IVIZ) (6

where U is considered as the latent representations for X and
V is the dictionary. As U is a representation for X, the kernel
matrix Ky = UUT is defined on U instead of X = UV,
In addition, as shown in [54], %(||U||F + [[V|lF) is an upper
bound of ||5(||*. Therefore, we replace the trace norm by
IUllF + V|| F. Here, it is worth mentioning that we drop the
term of Lj-norm in (6) because of the following two consid-
erations: 1) the sparse constraint may not be crucial in some
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application scenarios and 2) introducing the sparsity constraint
makes the optimization procedure much more difficult than
necessary.

C. Semisupervised Manifold Alignment

As the values of the antidiagonal blocks of the augmented
matrix X in (3) are all missing, there are no explicit con-
nections between the source domain and the target domain,
which may affect the effectiveness of matrix factorization
or matrix completion. The existing matrix completion-based
approaches [10], [11] make use of some cross-domain instance
correspondences as a bridge between domains. However, the
cross-domain instance correspondences are difficult to obtain
in practice. Instead, we, therefore, assume that only a few
target-domain labeled data are given. To make matrix factor-
ization on X more effective, the target-domain labeled data are
utilized. We then propose a semisupervised HDA algorithm
by borrowing the idea from [55], aiming to minimize the
following objective to encode label information into the latent
representation U of X:

71QUW — V)7 + AW 7 + 7 tr(UT L, U) (M

TvT vl ] . :
where Y = |Y¢ Y, Yp is the matrix of labels, Q is an
1 u
indicator matrix defined as follows:

INsXNS 0 0
Ny
Q = 0 N_T/INT[XNT/ 0
0 0 Ong, xNg,

where the zero values indicate unlabeled instances and the
nonzero values indicate labeled instances. The weight matrix
W e R¥™ can be considered as a linear classifier to map
inputs to the corresponding labels, and L, is the Laplacian
matrix [56] computed using the original input matrix X,

defined as L, = Lé's L
87

Laplacian matrices on the source-domain data Xg and the
target-domain data X7, respectively. In this work, we adopt
0/1 weighting strategy with five nearest neighbors to construct
the Laplacian matrices.

The first term in the objective (7) aims to learn a linear
classifier in terms of W to minimize the error on labeled data
of both domains. The second term is a regularization term
on the complexity of W, and the third term is a manifold
regularization term to encode manifold structure for propa-
gating label information from labeled data to unlabeled data.
The parameters 7 > 0, f > 0, and y > 0 are the tradeoff
parameters.

where Ly, and Lg, are the

D. Optimization Problem for Semisupervised HDA via
Matrix Factorization

By combining (6) and (7), the objective £ of our proposed
HDA method can be written as follows:

in |[Po(X—UVH|Z+A(IUI% + V]2
Juin 1P o ( Wz + 2(I01F + IVIE)

+utr(KyL) + 7|Q(UW - Y) 1%
+BIWII% + y tr(UTL,U). (8)
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Algorithm 1 Semisupervised HDA Algorithm via Matrix
Factorization
Input: An augmented input matrix X defined in (3), a label

T
matrix Y = [Ygr Y}; Y—lT—,,] , and the maximum number of
iterations, T
Initializations:
1: Initialize matrices U € RWs+N)xk 1y, ¢ R(sHdr)xk
and W e Rkxm
while r < T do

1: update U based on (9)

2: update V based on (10)

3: update W based on (11)

4:it=t+1
end while
Output : X and W

It can be proven that the objective (8) is convex in terms of one
variable by fixing the other. Therefore, we develop a gradient-
descent-based algorithm to alternatively optimize U, V, and
W. To be specific, the update rules regarding U, V, and W can
be computed as follows, respectively, and the overall algorithm
is presented in Algorithm 1.

By fixing V and W, U is updated through

oL
‘ou
=U, -« (2(0, V] —X) o P)V,
+20U; + (LT + LU, +7 (L + L),

Ut =U —¢

+217 QTQUW, — Y)W[). ©)
By fixing U and W, V is updated through
oL
Viqi=Vi——
1+1 t — € v

=V, —2¢((V/U —XT) o PU, + 4V,). (10)

By fixing U and V, W is updated through

oL
w =W, — e —
t+1 = t I@W

=W, — 26 (70 QTQUW, — Y) + fW,). (1)

Here, ¢; is the step size at the iteration ¢, and Uy, V;, and W;
are the values of U, V, and W at the iteration ¢, respectively.

V. KERNELIZATION OF THE PROPOSED HDA METHOD

As discussed in Section I, there are two limitations of
the linear matrix-factorization-based approach presented in the
previous section: 1) the augmented heterogeneous features are
learned via linear matrix factorization on the original input
feature matrix X, which fails to capture nonlinear correlations
between instances and features and 2) as a linear kernel is
used to compute the MMD distance between domains, it can
only measure distance between simple distributions precisely.
If the underlying distributions of the source domain data and
the target domain data are complex, the distance measured by
MMD with the linear kernel may be imprecise. In this section,
we extend the linear matrix-factorization-based method to a
kernelized version for HDA to overcome the above limitations.

A. Matrix Factorization in an RKHS

On top of (6), we describe our kernelized matrix factoriza-
tion method in detail. Our key idea is to first map the instances
of both the source domain and the target domain, i.e., the
augmented input matrix X, to an RKHS, and then perform
factorization on the mapped input matrix to learn a common
representation and a new dictionary. Specifically, suppose
() : REsHdr . 7 where H is an RKHS with a kernel
k(-,-). The construction of ¢(-) will be presented in detail in
the next section. We denote by ® = ¢(X) € RWNstNr)xp,
where p can be +o00, and each row is a mapped instance in
‘H. Our goal is to perform factorization on @ by solving the
following optimization problem:

. 2
Jip [Po(®—UyV,)|5+ utr(UgU L)

+2(I1U 1% + Vg I1%)

where V4, € RP*F is the dictionary in the RKHS, and Uy €
R(NSJrNT?Xk is the representation for @ with the dictionary
with k being the latent dimensionality. Thus, U¢,UT can be
considered as a kernel matrix in the RKHS. The framework
of the proposed method is shown in Fig. 1.

12)

B. Explicit Feature Map

On the one hand, we cannot directly optimize (12) due to
the infinite dimension of Vg, which makes the computation
of derivative of the objective function with respect to Vy
intractable. On the other hand, it is also not feasible to apply
kernel trick based on ® to induce a kernel matrix K = ®® T
due to the missing value in ®. This is because by using kernel
trick in this way will lead to inaccurate computation of the
matrix K, and thus the learned representation Uy will not be
discriminative anymore.

Therefore, we need to approximate ® with an explicit
nonlinear mapping which can still preserve the property of ¢ ()
in RKHS. To construct such feature map ¢(-), we adopt the
Random Kitchen Sinks method that estimates infinite dimen-
sions of kernel representation by finite dimension vector [18].
Specifically, one can use the property of random Fourier
feature to generate approximations of Gaussian RBF kernel,
k(x,x') = exp(—(|x —x'||?>/2¢?)), by randomly sampling
Z € R?*" and construct the empirical feature map as ¢ (x) =
(1/4/n) exp(i[xZ]). Here, x can be either a source-domain
instance (d = dg) or a target-domain instance (d = dr), and
n is the number of base functions. Since the kernel values in
our problem are real, we replace the exponential part by the
sinusoidal function as follows:

1
P(x) = ﬁ[cos(xZ) sin(xZ)]. (13)
In this way, the matrix @ can be written as
()
cos(XsZs) sin(XsZs)
TS i i a4 0
_ v
- 0 cos(X7Zr) sin(X7Zr)
N Jn
(14)
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Proposed algorithm for HDA. We first conduct HFA based on source and target domain data. Then, the augmented feature is mapped to RKHS by

Random Kitchen Sinks method. Finally, we propose a novel semisupervised matrix factorization to learn the latent representation of augmented feature and

the classifier.

where @ € RWs+tN1)x (21421 " denotes missing values, and
Zs € R9s*" and Zr € RI7*" denote random matrices of the
source domain and the target domain, respectively.

C. Proposed Optimization Problem

By adding the classifier and the regularization terms intro-
duced in (7) to (12), the overall objective function of our pro-
posed kernelized matrix-factorization-based method for HDA
is formulated as follows:

. 2
Jin 2= [Po (0~ UV [} + 210015

+AVgllF + BIWIE + ,utr(U¢U;L)
+ytr(UfLeUp) + 7lQUsW — Y)[|7. (15)

We aim to learn three types of variables Vg, Uy, and W
by solving the minimization problem in (15). Similar to (8),
we propose to use alternating optimization techniques to solve
the optimization problem iteratively.

Specifically, at each iteration ¢, by fixing Vg4 and W, Uy is
updated based on the following gradient descent rule:

Ug, iy
oL

= Uy — -
¢ 6’8U¢

= Uy, — &(2(Uy Vj, — ®) o P)V,,
+24Ug, + u(LT + LUy, + 7 (Ly +Lg)Uy,
+27QTQ(Uy, W, — Y)W,) (16)

where ¢, is the step size at iteration ¢, and Uy, and V, are
the values of Uy and V at iteration ¢, respectively. When
Uy and W are fixed, V4 is updated as follows:

oL

= V — e
b 0Vy

= Vg, —26((V4 U], —®7) o PTYUy, +4Vy,). (17)

\

Finally, when Uy and V, are fixed, W can be updated as

oL
A% =W, —¢—
t+1 t — € oW

= W: —2¢/(nU5 QTQ(Us W, = Y) + fW,).  (18)

D. Randomness Reduction via Multiple Feature Maps

To construct the explicit feature map ¢ for generating
the augmented matrix ® in an approximated RKHS, first,
we need to generate two random matrices Zs € R%*" and
Zr € R As a result, the performance of our proposed
method may depend on the quality of the two randomly
generated matrices. To address the randomness issue caused by
Zs and Z7, we borrow the idea from multiple kernel learning
(MKL) [57], which aims to learn weights to combine multiple
kernels to improve learning performance.

To be specific, at the beginning, we randomly gener-
ate h augmented matrices {(I),-}l’.’:1 using explicit feature
maps. We initialize a weight vector p = [,ul,...,uh]T =
[(1/h),...,(1/k)]T, and denote by ®* = > | u;®; the
weighted combination of ®;’s. By replacing ® by ®* in
(12), and solving the optimization problem, we obtain optimal
solutions for Uy, V4 and W. With the learned Uy and
V4, we can update p by solving the following optimization
problem:

h
min Z((z HalPalij — (U¢V;)ij) ° Pij)
i \a=1

s.t. >0, and lTu =1.

2

By defining f € R**!, with each element
fa=D (®,0P)(@®,0P)", where | <a<h
@)
and v € R"*! with each element v, = Z(l-,j)((Da oP), where

1 <a <h,and C = Z(i,j)(U¢V;|S—) o P, the optimization
problem (19) can be rewritten as

min p' ff'p—2CvTn
n
s.t. u=>0
1" =1. (19)

We apply quadratic programming to solve the optimization
problem. Note that the notation >’ ; ;)M means the sum of
all entries of the matrix M.

After we obtain an updated vector u, we reconstruct ®* =
Z?=l ui®; and solve the optimization problem (12) again
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Algorithm 2 Proposed Kernelized HDA Algorithm
Input: An augmented input matrix X defined in (3), a label

&
matrix Y = [Ygr Y}; Y—lT—,,] , and the maximum number of
iterations, T
Initializations:
I: Randomly generate h pairs of Gaussian matrices
{(Zs,, Z1)},
2: Construct h augmented matrix after feature maps
{®;}_ based on (13)
3: Initialize matrices Uy € RWsHNTXk "y, e R4xk and
WeRFCM set w=1[4,4,..71T e R"™! and 1 =0
while 1 < T do

1: compute ®* = Zfl wi®;

2: update Uy based on (16)

3: update V4 based on (17)

4: update W based on (18)

5: update p based on (19)

6:tr=1+1
end while
Output : Uy, V4 and W

to obtain updated Uy, V4 and W. This procedure is itera-
tively done until some stopping criterion is met. The overall
algorithm of our kernelized matrix-factorization-based HDA
method is presented in Algorithm 2.

E. Discussion

Compared with the existing matrix completion-based
approaches for HDA [10], [11], the key difference is that
our proposed method first maps instances of either the source
domain or the target domain with augmented features of
missing values to an approximated RKHS and then performs
matrix factorization to learn a new dictionary and represen-
tations in the RKHS for both the source-domain and the
target-domain data. In this way, the nonlinear correlations
between instances and features can be captured, which the
existing matrix completion-based approaches fail to exploit.
In addition, the computed MMD distance in our proposed
method is more accurate than that using a linear kernel
in [11]. Moreover, we utilize source-domain labeled data and
a few target-domain labeled data to align the instances from
different domains for feature learning in the RKHS, rather
than requiring cross-domain correspondences to be given in
advance.

Regarding kernel-based matrix factorization, our formu-
lation shares a similar idea with the kernel sparse coding
method proposed by Gao et al. [58] at a high level, which
aims to learn a dictionary and sparse representations for
instances in a kernel space. However, their method cannot be
directly applied for HDA as it assumes all the instances are of
homogeneous features and does not encode any regularization
terms to reduce the difference between domains. Recently,
a new kernelized matrix factorization method was proposed
for collaborative filtering [59], whose formulation is quite
different from ours. Instead of mapping the user-item rating
matrix to an RKHS for factorization, their method aims to
learn representations of users (rows) and items (columns) in

an RKHS such that their inner product in the RKHS equal to
the values of the corresponding entries in the rating matrix.
Although their method can be directly applied to our problem
setting, as will be shown in experiments, its performance is
poor on HDA problems as it was originally designed for
collaborative filtering, not HDA problems.

VI. EXPERIMENT

In this section, we conduct experiments on object recog-
nition with heterogeneous image features and cross-language
text classification to verify the effectiveness of our proposed
method in the linear and the nonlinear manners, respectively,
compared with some state-of-the-art HDA baselines. For the
experimental setup, we assume that the source-domain and the
target-domain data are obtained from a certain environment.
This means that only one source domain and one target domain
are considered for evaluation. We use a limited number of
target-domain labeled examples for our HDA problems. Note
that the target-domain unlabeled examples are used both in
training and evaluation. We report the averaged results over
ten random splits for each HDA task.

A. Experimental Setup

1) Object Recognition: We follow the setting in [6] and [40]
by using images collected from the Amazon data set (A),
the digital single-lens reflex camera (DSLR) data set (D),
the Webcam data set (W), and the Caltech-256 data set (C),
where ten common categories in all these data sets are used
for conduct experiments. Examples of the images [6] are
shown in Fig. 2. For the HDA setting, we use instances of
the DeCAFg features [60] with dimension 4096 to construct
a source domain and instances of the bag-of-words-based
speeded-up robust features (SURF) [5] with dimension 800 to
construct a target domain. We randomly select 20 labeled
instances per category from the source domain and 3 labeled
instances per category from the target domain for training, and
the remaining instances in target domain are used for testing.

2) Cross-Language Text Classification: We use Multilin-
gual Reuters Collection data set [61] for cross-language
text classification experiment. This data set contains around
11000 articles with 6 categories in 5 different languages
(English, French, German, Italian, and Spanish). All the doc-
uments are represented by term frequency—inverse document
frequency (TF-IDF) [63]. We randomly select 100 labeled
documents per category in source domain and n7, labeled
documents per category in target domain for training, where
ny; varies in {5, 10, 15, 20}, and randomly select 500 unlabeled
documents per category in target domain for testing. We also
perform principle component analysis (PCA) on the TF-IDF
features with 60% energy preserved in order to keep consistent
with baseline methods. We pick up one language for source
domain and another for target domain.

3) Baseline Methods: We compare our proposed method
with the following baselines: SVM_t, which simply employs
labeled data from the target domain to train a model,
and some state-of-the-art HDA methods, including semi-
supervised HFA (SHFA) [48], semisupervised subspace
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Fig. 2.
data sets.

Example images of Amazon, DSLR, Webcam, and Caltech-256

coprojection (SCP) [38], cross-domain landmark selec-
tion (CDLS) [40], transfer neural trees (TNT) [39], and
DMMC [11]. We also consider to compare with a recent
proposed kernelized matrix factorization, multikernel matrix
factorization (MKMF) [59], to learn features for HDA. The
details of each baseline methods are summarized below.

1) SHFA [48]: We consider the SHFA as one of our base-
line methods. This method learned two transformation
mappings based on source domain and target domain
and then augmented the feature into a new space. SVM
with hinge loss is incorporated to learn a classifier in a
semisupervised setting.

2) SCP [38]: The SCP method shared a similar idea with
our formulation in linear-kernel manner. The difference
is that SCP directly learned mapping function based
on the original features. Our method jointly learns a
latent feature representation as well as a dictionary based
on the augmented feature with manifold regularization.
To evaluate whether feature augmentation and manifold
regularization can further boost the HDA performance,
we consider SCP as one of the baselines.

3) CDLS [40]: The CDLS method jointly learned mapping
function based on Source domain as well as the active
samples, which helps to align the feature distribution
between the source and target domains. The SVM clas-
sifier was trained based on labeled samples to predict
the unlabeled target domain samples.

4) TNT [39]: The TNT was proposed based on neural
networks, which combined stochastic pruning and
embedding layer to adapt representative neurons for
heterogeneous cross-domain data and preserve the pre-
diction and structural consistency in target domain.

5) DMMC [11]: The DMMC was designed for HDA
problem where matrix completion was conducted with
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the regularization of low-rank, sparse, and distribution
matching regularization. Our proposed method aims to
solve the limitation appeared in DMMC.

6) MKMF [59]: The MKMF-based method was originally
proposed for collaborative filtering, where the kernel-
ization step was conducted based on latent space and
dictionary instead of the feature space. We adopt MKMF
as kernelized matrix factorization formulation baseline
to evaluate whether our adopted random kitchen sinks
method is more effective for HDA problem.

B. Parameter Selection

For our proposed method, there are five tradeoff
parameters, namely, u, y, #, A, and S, to influence the
impact of distribution matching, graph regularization,
discriminative classifier, low-rank regularization, and model
regularization, respectively. We tune the tradeoff parameters
using both the source-domain and target-domain labeled
data. To be more specific, we validate the parameters as
follows: u from {1072, 107L, ..., 102}, y from {1074,
1073,..., 1}, n from {0.01,0.02,0.05,0.1}, 4 from
{0.1,0.2,0.5, 1}, and g from {1073,1072, ..., 10}. We pick
the parameter setting with the best validation set classification
accuracy based on one experiment and the parameters setting
is fixed for the other experiments on object recognition task
and text classification task, respectively. The same procedure
for parameter selection is also adopted by SCP [38].
For SHFA [48] and CDLS [40], we report the results
with the best parameter setting. For the multiple kernel
bandwidth for MKME, we consider Gaussian RBF kernel
with 62 = {0.01,0.1, 1, 10, 100}. We set the number of basis
functions n = 5000 to construct {(Zs;, Z7;)} based on the
Gaussian distribution with 0 mean and the standard value as
{0.01,0.1, 1, 10, 100} for MKL, and the dimension of latent
feature k = 200.

C. Experimental Results

For object recognition, we report the experimental results by
constructing HDA tasks on the same data set and cross data
sets. Note that for cross data set HDA, we only construct tasks
taking DSLR as the target domain since the number of images
in DSLR is much smaller than those in other domains. The
results are shown in Table I. From the results, we can see that
the SVM_t baseline method performs poorly for all different
object recognition tasks. This is reasonable because there are
only a few labeled in the target domain for training. By exploit-
ing the labeled training data of heterogeneous features from
the source domain, we note that the learning performance in
terms of prediction accuracy improvements. Among all the
HDA methods, our proposed method consistently achieves the
best performance over all the object recognition tasks, which
indicates the effectiveness of kernel adaptation compared with
linear adaptation. Another possible explanation is that, while
other HDA methods focus on either MMD alignment [40] or
classifier exploiting [48], we focus on both as regularization.
We also investigate linear matrix completion, DMMC, without
correspondences. We observe that DMMC performs poorly
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TABLE I

CLASSIFICATION ACCURACY (IN %) FOR HETEROGENEOUS OBJECT
RECOGNITION (DECAFg FOR SOURCE DOMAIN, SURF
FOR TARGET DOMAIN)

| Amazon/Amazon | Caltech/Caltech | Webcam/Webcam

SVM_t 34.8 30.1 50.2
DMMC 25.9 20.7 45.2
SCP 39.5 31.0 58.3
SHFA 42.9 30.1 61.6
CDLS 43.7 323 60.7
TNT 46.2 31.9 63.1
MKMF 44.1 29.6 62.0
Ours (Linear) 43.4 30.1 60.5
Ours (MKL) 46.8 338 64.2
| Amazon/DSLR [ Caltech/DSLR | Webcam/DSLR
SVM_t 45.0
DMMC 40.1 39.3 40.2
SCP 49.6 49.9 47.1
SHFA 55.1 55.4 55.7
CDLS 54.3 54.7 534
TNT 57.7 56.2 57.5
MKMF 55.9 534 55.2
Ours (Linear) 55.6 55.7 55.7
Ours (MKL) 59.8 60.9 59.9

when there are no cross-domain correspondences, which is
consistent with the results reported in [11]. This suggests that
to use matrix completion-based method, when there are no
correspondences, utilizing target-domain label information is
crucial for effective knowledge transfer. Moreover, we also
observe that our proposed method outperforms another ker-
nelized matrix factorization method, MKMF [59], which is
designed for collaborative filtering And, thus, may not be
effective for HDA problems. This will be further investigated
in experiments on cross-lingual text classification tasks.

Tables II-VI report the comparison results on the multilin-
gual data set with varying numbers of target-domain labeled
data. From the table, we can observe that our proposed method
generally outperforms other baseline methods in most cases.
DMMC without correspondence achieves a relatively poor
performance which is consistent with the results on object
recognition. TNT also achieves poor performance, which we
conjecture that the tree-based neural network may not be able
to tackle dense feature input. Another interesting result we find
is that the SCP method performs better on cross-domain text
classification tasks compared with the results on object recog-
nition. One possible explanation is that linear kernel adaptation
can deal with dense feature (we perform PCA on the text data)
alignment better since we can extract more statistics informa-
tion in dense feature compared with sparse one. Similar to the
results on object recognition, MKMF performs much worse
than our proposed method on cross-lingual text classification.
From the table, we can also observe that the performance
of all methods increase when the number of target-domain
labeled data increases. Our proposed method achieves larger
performance gap when the number of target-domain labeled
data is relatively small, e.g., m =5 or m = 10.

D. Explicit Mapping Dimension Analysis

As claimed in [18], the performance of random
kitchen sinks depends on the dimension of the Gaussian
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Fig. 3. Dimension of explicit feature map.
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Fig. 4. Convergence curve of our proposed algorithm.

random matrix. To investigate how the dimension of explicit
feature map can influence the final performance of our
proposed algorithm, we conduct experiments on an object
recognition task by taking Webcam with DeCAFg features
as the source domain, and DSLR with SURF as the target
domain. The average classification results presented in
Fig. 3. Based on the results, we observe that the performance
increases when the dimension of explicit feature map becomes
larger, and then the performance improvements become less
marginal when the dimension of explicit feature map is
reasonably large.

E. Convergence Analysis

We optimize the objective in an iterative manner. Here,
we also investigate whether our proposed algorithm can con-
vergence. Fig. 4 shows the convergence curves of our proposed
algorithm in both linear and MKL manner based on object
recognition task by taking Webcam with DeCAFg features
as the source domain, and DSLR with SURF as the target
domain. For each figure, the y-axis denotes the value of the
objective function and the x-axis denotes the iteration number.
As we observe, our proposed algorithm can converge with
sufficient iteration number.

F. Parameter Analysis

To further analyze the parameter sensitivity of our proposed
method, we conduct experiments on an object recognition
task by taking Webcam with DeCAF¢ features as the source
domain and DSLR with SURF as the target domain. As
discussed in the previous section, we tune the parameter
based on the labeled Target-domain data. For this object
recognition task, the parameter setting we use for experiments
is {u = 10,y = 103, = 100,12 = 1,8 = 1072}
We now analyze the sensitivity of one parameter by fixing the
values of other parameters. Experimental results are shown
in Fig. 5. From the figure, we note that our proposed method
is less sensitive to S which is to control the impact of
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TABLE 11
CLASSIFICATION RESULTS (%) BY CONSIDERING ENGLISH TEXT AS TARGET DOMAIN FOR CROSS-LANGUAGE TEXT CLASSIFICATION
#Target label=5 #Target label=10 #Target label=15 #Target label=20
Source French | Ttalian [ German | Spanish | French [ Ttalian | German [ Spanish | French | Ttalian | German | Spanish | French [ Ttalian | German | Spanish
Target English English English English
SVML_t 47.9 58.3 64.0 65.2
DMMC 423 43.0 41.8 42.8 52.7 51.5 52.8 524 60.2 61.4 59.5 59.0 61.3 62.1 59.7 61.8
SCP 539 54.6 537 54.1 64.2 63.8 62.9 64.4 66.3 65.9 66.5 66.1 68.7 69.1 68.2 68.4
SHFA 57.3 57.8 574 56.9 66.5 66.2 65.8 66.4 68.2 68.0 67.4 67.2 71.3 70.8 71.1 70.9
CDLS 55.7 559 55.6 56.1 65.5 66.0 65.4 65.7 67.4 67.2 68.0 67.8 71.3 70.7 712 70.5
TNT 41.2 41.5 40.6 39.8 46.7 46.7 453 45.8 47.9 49.6 50.1 48.3 55.5 54.2 52.5 52.7
MKMF 53.1 53.5 54.3 53.0 62.0 61.8 62.9 62.4 66.8 65.6 67.0 65.1 67.6 69.2 68.5 68.2
Ours (Linear) 55.1 54.4 552 549 64.0 64.1 64.1 63.5 66.0 66.6 65.9 66.5 68.5 69.0 68.6 69.1
Ours (MKL) 58.8 584 59.2 59.1 67.1 68.0 67.2 67.3 68.4 69.6 68.9 68.5 715 722 71.7 72.0
TABLE III
CLASSIFICATION RESULTS (%) BY CONSIDERING FRENCH TEXT AS TARGET DOMAIN FOR CROSS-LANGUAGE TEXT CLASSIFICATION
#Target label=5 #Target label=10 #Target label=15 #Target label=20
Source English | Ttalian | German | Spanish | English | Ttalian | German [ Spanish | English | Ttalian [ German [ Spanish [ English [ Ttalian [ German [ Spanish
Target French French French French
SVM_t 49.7 62.5 67.2 69.1
DMMC 46.0 46.2 45.0 45.8 574 56.8 57.0 579 60.0 60.0 60.1 60.5 63.3 63.1 63.6 63.7
SCP 61.0 60.4 60.0 59.9 68.7 69.0 68.2 68.4 71.1 71.4 71.3 71.0 74.4 74.5 75.0 74.7
SHFA 63.4 61.7 62.3 62.6 70.8 70.4 71.0 70.9 72.0 72.0 71.1 71.2 76.7 76.3 76.5 76.0
CDLS 59.9 59.3 58.8 60.2 71.2 70.5 71.1 70.7 71.8 724 722 72.1 76.4 75.7 76.2 75.5
TNT 42.4 42.6 41.8 41.8 45.0 46.2 45.5 45.1 48.2 49.0 49.1 47.3 50.6 51.2 51.2 50.9
MKMF 57.2 59.2 58.4 58.0 66.9 68.4 66.7 67.2 70.5 69.4 70.2 70.6 73.0 72.1 72.7 723
Ours (Linear) 60.9 61.0 60.5 61.3 68.5 69.1 69.1 68.5 71.8 71.9 70.9 71.8 74.5 74.4 74.8 73.9
Ours (MKL) 64.4 65.0 65.0 64.6 72.4 73.0 72.2 72.7 753 75.0 74.8 74.5 76.8 774 77.8 77.1
TABLE IV
CLASSIFICATION RESULTS (%) BY CONSIDERING GERMAN TEXT AS TARGET DOMAIN FOR CROSS-LANGUAGE TEXT CLASSIFICATION
#Target label=5 #Target label=10 #Target label=15 #Target label=20
Source English [ French | Ttalian | Spanish | English | French [ Ttalian | Spanish | English [ French | Ttalian | Spanish | English [ French | Italian [ Spanish
Target German German German German
SVML_t 49.3 57.9 62.9 65.4
DMMC 454 46.2 45.5 45.9 51.2 50.6 513 514 553 55.6 54.8 54.9 60.0 60.1 60.4 59.5
SCP 55.1 55.6 554 55.7 60.1 59.8 59.9 60.2 65.6 66.0 65.4 65.3 68.5 69.4 69.0 68.7
SHFA 62.0 61.5 62.2 61.4 67.0 66.4 66.9 67.5 71.1 69.4 70.3 70.1 70.9 70.5 70.7 70.1
CDLS 60.6 61.0 60.6 60.1 66.5 67.0 66.7 66.7 68.5 68.9 69.0 68.1 70.0 69.9 70.2 70.5
TNT 39.5 39.6 38.4 373 42.4 432 423 44.8 45.7 46.7 46.0 48.0 49.6 50.9 49.0 49.1
MKMF 56.6 56.4 573 57.0 61.0 61.4 61.3 60.6 65.3 66.0 65.8 65.1 67.2 674 67.9 66.9
Ours (Linear) 58.6 59.1 58.5 58.3 64.5 65.2 65.1 64.5 66.8 66.9 67.1 67.3 69.5 70.4 69.8 69.9
Ours (MKL) 64.4 65.0 64.0 64.9 68.7 68.0 68.3 67.8 70.2 70.4 70.6 70.5 70.9 71.2 70.7 70.9
TABLE V
CLASSIFICATION RESULTS (%) BY CONSIDERING ITALIAN TEXT AS TARGET DOMAIN FOR CROSS-LANGUAGE TEXT CLASSIFICATION
#Target label=5 #Target label=10 #Target label=15 #Target label=20
Source English [ French | German | Spanish | English | French | German | Spanish | English [ French [ German [ Spanish | English | French | German [ Spanish
Target Italian Italian Italian Italian
SVM_t 429 552 62.7 66.6
DMMC 35.0 36.4 38.7 36.8 50.7 49.2 50.8 49.9 54.8 53.9 55.0 543 60.8 60.3 59.5 61.2
SCP 50.4 50.4 51.0 50.8 60.1 58.9 60.4 59.5 66.7 68.0 67.2 66.2 68.8 70.1 69.2 68.5
SHFA 55.1 54.2 54.9 55.3 63.8 64.2 64.1 63.0 68.2 68.5 67.4 68.6 71.9 72.3 72.5 72.0
CDLS 53.3 53.9 54.1 529 63.5 62.8 63.0 63.1 68.2 68.1 67.0 68.0 71.8 71.9 72.0 72.1
TNT 41.0 414 404 40.8 452 452 46.3 46.0 43.1 475 482 47.8 51.6 52.6 52.0 50.8
MKMF 50.5 50.4 51.3 51.0 61.0 60.8 59.9 60.6 65.9 66.0 65.5 65.6 67.2 67.8 67.0 67.5
Ours (Linear) 529 54.1 53.5 53.8 61.1 62.0 61.4 61.2 66.9 67.0 67.0 66.5 70.1 70.6 70.8 69.9
Ours (MKL) 57.8 58.0 57.6 58.2 66.8 65.8 65.9 66.5 68.9 69.0 70.0 70.5 722 72.1 73.0 71.9

the classifier regularization term. Regarding ux which is to
control distribution matching, the proposed method achieves
good and stable performance when u is reasonable large,
implying the importance of distribution matching. However,
we also notice that if x is set to be a very large value,
ie., u > 102, the performance drops. A similar observation
is found regarding the parameter y which is to control the
impact of the manifold regularization term. We also find that
the term of encoding labeled information is quite important
for our proposed method, i.e., # cannot be set to a very small

value, which is reasonable since the classifier acts as a bridge
between domains through label information. Finally, we find
that if 4 is set to be smaller than 0.2, the performance drops,
which indicates that low-rank regularization is important for
HDA problem.

G. Computational Time Analysis

We conduct computational time analysis on the object
recognition task with the Webcam data set as the source and
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TABLE VI

11

CLASSIFICATION RESULTS (%) BY CONSIDERING SPANISH TEXT AS TARGET DOMAIN FOR CROSS-LANGUAGE TEXT CLASSIFICATION

#Target label=5 #Target label=10 #Target label=15 #Target label=20
Source English ‘ French ‘ Italian ‘ German | English ‘ French ‘ Italian ‘ German | English ‘ French ‘ Italian ‘ German | English ‘ French ‘ Italian ‘ German
Target Spanish Spanish Spanish Spanish
SVM_t 52.5 64.4 67.2 71.3
DMMC 49.7 50.7 48.8 48.8 57.7 58.2 58.8 59.9 61.4 60.3 61.1 59.9 62.8 63.3 65.5 65.2
SCP 61.9 60.4 61.0 61.5 70.1 69.2 70.3 67.4 73.9 72.2 73.0 71.3 75.1 75.9 76.0 74.6
SHFA 64.9 64.5 64.2 65.6 72.8 724 72.5 72.9 74.0 73.5 74.0 73.6 76.9 76.9 76.6 774
CDLS 61.7 61.9 62.6 63.1 69.5 70.0 68.7 69.7 73.3 727 73.2 72.7 76.8 71.7 76.2 76.5
TNT 42.1 41.3 40.3 41.9 46.2 44.4 47.5 47.1 49.2 48.5 48.7 49.0 52.9 54.0 55.0 53.7
MKMF 58.6 58.4 57.3 58.0 65.0 66.8 63.9 65.6 69.3 70.0 69.5 68.1 73.0 74.7 74.2 72.9
Ours (Linear) 60.4 61.2 61.6 61.0 69.5 69.8 68.7 68.2 72.9 73.0 73.0 72.5 75.1 75.5 75.9 75.7
Ours (MKL) 65.6 65.5 65.3 65.9 73.8 73.3 73.6 73.8 75.7 75.4 75.6 75.7 71.5 774 71.7 77.2
TABLE VII

AVERAGE TRAINING TIME (IN SECONDS) COMPARISONS OF ALL METHODS ON THE OBJECT RECOGNITION TASK WITH WEBCAM DATA SET

Method

[ DMMC [ SCP | SHFA [ CDLS [ TNT | MKMF [ Ours (Linear) [ Ours (Kernel)

Time (second) | 6.64 [ 10.03 ] 779 [ 585

[4034 | 941 | 878 | 3626
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Fig. 5. Parameter sensitivity analysis (Webcam as source domain, DSLR as
target domain). (a) Accuracy under varying u. (b) Accuracy under varying y .
(c) Accuracy under varying 7. (d) Accuracy under varying A. (e) Accuracy
under varying £.

the target domains (which is consistent with our parameter
analysis study). As our baseline methods consist of both deep-
learning-based and nondeep-learning-based methods, we con-
duct all experiments using K40 GPU for fair comparison. The
results are shown in Table VII. We observe that our proposed
method with kernelization took more time compared with the
other nondeep-learning-based methods, which is reasonable as
we adopt random kitchen sinks which significantly enlarges
the dimension of feature. However, one can always use kernel

acceleration method [62] to accelerate our proposed method,
which will be discussed in the future.

VII. CONCLUSION

In this paper, we propose a novel framework for HDA.
In contrast with the previous works based on matrix comple-
tion, the proposed scheme leverages the advantage of matrix
factorization as well as random kitchen sinks, which can be
effectively applied to RKHS space. Within the framework,
the latent feature embedding, classifier with a distribution
matching, and geometric manifold regularizer can be jointly
learned. A joint optimization algorithm is further proposed to
solve the problem. Extensive experiments on object recogni-
tion tasks and text classification task demonstrate the effec-
tiveness of our proposed algorithm over a number of state-of-
the-art HDA methods.

Deep learning has also been proved to be effective for
domain adaptation task. In the future, we will investigate
how to incorporate deep learning techniques into HDA task.
Another direction is that, different from traditional domain
adaptation task, the theoretical study of generalization bound
of HDA is still lack, it is fruitful to investigate the predic-
tion error bound under the setting for heterogeneous domain
adaptation.
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